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1. EXECUTIVE SUMMARY

This month, the CERT aDvens presents :

→ Three vulnerabilities of interest, in addition to those already published,

→ A cyber-psychological analysis of the use of Artificial Intelligence in cybercrime, based on the Solaria tool,

→ A presentation of the Emmenhtal loader.
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2. VULNERABILITIES

This month, aDvens' CERT highlights three vulnerabilities affecting technologies frequently used within companies.

They are presented in order of severity (proofs of concept available, exploitation…). Applying their patches or workarounds is

strongly recommended.

3. ZYXEL - CVE-2024-11667

A directory traversal vulnerability has been identified in the web management interface of the following firmware series: Zyxel ATP

(versions V5.00 to V5.38), USG FLEX (versions V5.00 to V5.38), USG FLEX 50(W) (versions V5.10 to V5.38), and USG20(W)-VPN

(versions V5.10 to V5.38). This flaw could allow an attacker to exploit a crafted URL to download or upload unauthorised files.


According to researchers from Sekoia, the Helldown ransomware group, which emerged in August 2024,

exploited this vulnerability to compromise companies.

3.1. Type of Vulnerability

→ CWE-22: Improper Limitation of a Pathname to a Restricted Directory ('Path Traversal')

3.2. Risk

→ Arbitrary code execution

3.3. Severity (CVSS v3.1 base score)

3.4. Affected Products

→ ATP series firmware versions V5.00 to V5.38

→ USG FLEX series firmware versions V5.00 to V5.38

→ USG FLEX 50(W) series firmware versions V5.00 to V5.38

→ USG20(W)-VPN series firmware versions V5.00 to V5.38
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3.5. Recommendations

→ Update products to version 5.39 or later.

→ Additional information is available in Zyxel’s advisory.

3.6. Proof of Concept

A proof of concept is available in open sources.
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4. FORTINET - CVE-2023-34990

A relative path traversal in Fortinet FortiWLM version 8.6.0 to 8.6.5 and 8.5.0 to 8.5.4 allows an attacker to execute unauthorised

code or commands via specially crafted web requests.


The research team HORIZON3 has published a proof of concept detailing the technical aspects of this

vulnerability.

4.1. Type of Vulnerability

→ CWE-23: Relative Path Traversal

4.2. Risk

→ Arbitrary code execution

4.3. Severity (CVSS v3.1 base score)

4.4. Affected Products

→ FortiWLM version 8.6.5 and prior

→ FortiWLM version 8.5.4 and prior

4.5. Recommendations

→ Update FortiWLM to version 8.6.6 or later.

→ Update FortiWLM to version 8.5.5 or later.

→ Additional information is available in Fortinet’s advisory.

4.6. Proof of Concept

A proof of concept is available in open sources.
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5. PROJECTSEND - CVE-2024-11680

ProjectSend versions prior to r1720 are affected by an improper authentication vulnerability. Remote and unauthenticated

attackers can exploit this flaw by crafting HTTP requests to the options.php resource, enabling unauthorised modification of the

application’s configuration. Successful exploitation allows attackers to create accounts, upload webshells and inject malicious

JavaScript code.


Security researchers from VulnCheck have observed that 99% of the observed instances are vulnerable.

Exploit scripts for the vulnerability are available in open sources.

5.1. Type of Vulnerability

→ CWE-287: Improper Authentication

5.2. Risk

→ Bypassing security policy

5.3. Severity (CVSS v3.1 base score)

5.4. Affected Products

→ ProjectSend versions prior to r1720

5.5. Recommendations

→ Update ProjectSend to version r1720 or later.

→ Additional information is available in ProjectSend’s advisory.

5.6. Proof of Concept

A proof of concept is available in open sources.
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6. CYBER-PSYCHOLOGY AND CYBER-

CRIMINOLOGY: UNDERSTANDING THE CRIMINAL

EXPLOITATION OF ARTIFICIAL INTELLIGENCE

6.1. Foreword

This article proposes to explore and understand the phenomenon of the exploitation of Artificial Intelligence (AI) by

cybercriminals. It also introduces the Solaria tool (Version 1.0), designed to help cybersecurity analysts and cyber-psychologists

clarify and concisely describe AI-augmented cyberattacks. 

 

6.2. A new era

The emergence and democratisation of Artificial Intelligence (AI) is profoundly transforming the digital landscape. While this

technology opens up promising prospects, it also provides cybercriminals with powerful tools to design new attacks. AI-

augmented cyberattacks, such as sophisticated phishing or standalone ransomware, are characterised by their effectiveness,

adaptability and ability to defeat traditional security systems.

By leveraging automation and analysis of vast data sets, AI allows these attacks to target complex systems with unprecedented

speed, while identifying specific vulnerabilities in digital infrastructures. This evolution represents a decisive turning point in

cybersecurity, requiring the adoption of innovative strategies and dedicated tools to face increasingly advanced threats.

With this in mind, Solaria (Version 1.0) has been designed to support cybersecurity analysts and cyber-psychologists. This

innovative tool enables the precise identification and analysis of AI-enabled cyberattacks. Solaria aims to offer deep insights into

the tactics of cybercriminals, while also contributing to the development of defenses tailored to the evolving landscape of digital

threats. 

 

6.3. Famous cases of AI-augmented cyberattacks

2020: Hacking passwords with neural networks  

In February 2020, tools based on neural networks and accessible on underground forums were used to analyse gigantic

databases of hacked passwords. These tools generated password variations with increased precision, making brute force attacks

much more effective (ActuIA, 2022).

2024: Voice and visual identity theft  

In 2024, cybercriminals leveraged artificial intelligence to create convincing fake videos featuring Elon Musk. These deepfakes,

distributed on Facebook and TikTok, conveyed promotional messages about investments in cryptocurrency. By manipulating their

victims with plausible scenarios and Musk’s image, the attackers lured them into investing sums of money in sophisticated

scams (CBS, 2024).
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6.4. A phenomenon based on opportunity

Developed by Marcus Felson and Lawrence E. Cohen in 1979, the Routine Activity Theory helps explain and better understand the

phenomenon of malicious exploitation of AI by cybercriminals.

This theory suggests that the probability of crime increases according to the convergence of three components: a motivated

criminal, an appropriate target and ineffective or weak protection.

In the context of AI, the increasing accessibility of advanced technologies, combined with everyday use of IT systems, creates

new opportunities for cybercriminals. AI, now available and easily integrated into automated tools, allows attackers to maximise

the effectiveness of their actions, such as precisely target victims or exploit security vulnerabilities. Routine user activities, such

as browsing the Internet or using online services, provide cybercriminals with a wide range of potential targets. Furthermore,

weak monitoring of AI-powered malicious actions, often camouflaged behind complex algorithms, reduces the risks of detection

and increases opportunities for attackers. Thus, the combination of technical opportunities offered by AI and the daily behaviors

of users favours the malicious exploitation of these technologies.

Figure 1. R-A-T: Routine Activity Theory - 1979

Some key things to remember:

→ Felson and Cohen proposed the idea that the level of crime is closely related to the structural organisation of society.

→ Although societal transformations can improve the quality of modern life, they can also create favourable conditions for

increased crime.

→ The democratisation of AI, as an opportunity, can be considered as a favourable condition for the increase in crime.

 

Figure 2. CTI: September 2024 monthly advisory

A more detailed explanation of the theory is available in the CTI’s monthly advisory (September 2024), chapter: Psychology /

Cyber-psychology - Three models for understanding the vulnerability of users to phishing.
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6.5. Typology of cybercriminals

To understand the malicious exploitation of AI, it is essential to understand the typical profile of cybercriminals. Generally

speaking, the study of cybercriminals shows that they can be classified into six distinct groups according to Norton’s typology

(Cleary & Norton, 2024).

→ 1 - Hackers

A hacker is a person who penetrates a computer system by exploiting its vulnerabilities, using various tools and malware

(Kaspersky, 2024). Malicious hackers are called black hats. In contrast, ethical hackers, who work to secure systems, are known

as white hats. Finally, those who navigate between legal and illegal actions, sometimes breaking laws or ethical standards, are

referred to as Grey Hats. 

 

→ 2 - Scammers

Scammers use social engineering tactics to steal information or money. Scammers frequently exploit fraudulent software such

as scareware, malware designed to trick users into visiting malicious websites (Cleary, 2024). 

 

→ 3 - Hacktivists

Hacktivites seek to gain unauthorised access to computer systems or networks, often guided by political or social motivations

(Checkpoint, 2024). Hacktivism, also called cyberactivism, is a particularly active form of activism in China, notably illustrated by

the famous collective Honker Union. 

 

→ 4 - Disgruntled employee

They aim to inflict financial damage and tarnish the reputation of the organisation for which they work or have worked (Cleary,

2024). Among the behaviors observed, disgruntled employees develop a script hidden in the system, a logic bomb, programmed

to activate a certain time after their departure from the company. Once triggered, this logic bomb executes a series of malicious

actions aimed at sabotaging production. 

 

→ 5 - APT - Advanced and persistent threats

State actors are state-sponsored cybercriminals with exceptional skill levels and advanced technical expertise. They benefit from

privileged access to sophisticated tools as well as academic and confidential knowledge (Cleary, 2024). As an example, to carry

out fraudulent transactions during the cyber-heist of the Bangladesh bank in February 2016, APTs Lazarus and 38 had access to

the bank’s confidential information and the SWIFT system. 

 

→ 6 - Script kiddies

Script Kiddies are novice cybercriminals with low levels of experience and knowledge. They simply use tools and malware created

by others (Cleary, 2024). It is common for cyber-sabotage campaigns to be carried out using tools with simple graphical

interfaces, requiring no technical expertise. In the past, one of the most famous tools was LOIC, used for DDoS attacks. Today,

another widely used tool is DDoSia, which appeals to both script kiddies and hacktivists.
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6.6. The use of AI-enable cyberattacks by cybercriminals

This section explores various articles and reports published between 2023 and 2024, addressing the malicious exploitation of AI

by the six types of cybercriminals.

6.6.1. Hackers - Behaviors observed

Worm GPT

On 13 July 2023, Slashnext published the article WormGPT – The Generative AI Tool Cybercriminals Are Using to Launch Business

Email Compromise Attacks in which researchers describe the discovery of an arsenal augmented by AI: Worm GPT. This arsenal

has been identified as useful specifically for malicious purposes such as phishing, Business Email Compromise (BEC) attacks

and malware creation (Slashnext, 2023).

Figure 3. Slashnext, 2023

Increasing the efficiency of cyberattacks

On 24 January 2024, the English National Cyber Security Center (NCSC) published an article in which the malicious exploitation

of AI by hackers is discussed in order to increase the efficiency of recognition, phishing and the development of ransomware.

Figure 4. NCSC - National Cyber Security Centre, 2024
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6.6.2. APT - Behaviors observed

APT Kimsuky perfects its targeted phishing campaigns

According to Microsoft, North Korean state actors are exploiting AI to increase the efficiency of their operations (Lakshmanan;

Microsoft, 2024). For example, the APT Kimsuky group relies on AI to scale up its targeted phishing attacks.

Figure 5. Lakshmanan, 2024

Figure 6. Microsoft, 2024 - Staying ahead of threat actors in the age of AI
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China: influence operation (psychological warfare)

Other states, such as China, are also using AI for malicious purposes, including to produce content for psychological warfare

campaigns.

Figure 7. Lakshmanan, 2024

Figure 8. Microsoft, 2024 - Staying ahead of threat actors in the age of AI
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6.6.3. Script kiddies - Behaviors observed

Malware Development

In June 2024, HP Wolf Security reported the emergence of attackers with limited technical skills leveraging AI to create malware.

Figure 9. HP Wolf Security, 2024

CERT aDvens TLP-CLEAR Monthly Cyber Threat Intelligence report December 2024

2025-01-08      14 / 32



Sophistication of techniques for circumventing antiviral solutions

Cybersecurity experts have also shed light on script kiddies' use of AI to automate reconnaissance and exploitation processes,

while developing sophisticated techniques to circumvent detection by security software (George, 2023).

Figure 10. George, 2023
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6.6.4. Scammers - Behaviors observed

Sophistication of the CEO scam

New attacks include sophisticated schemes, such as fake payment redirects, where fraudsters pose as company executives to

deceive their victims with disturbing realism (National Senior Australia, 2024).

Figure 11. National Senior Australia, 2024

Social networks as information bases

Scammers leverage AI to deeply analyse online media and social networks, allowing them to design highly personalised targeted

phishing attacks (Madison Information Technology, 2024).

Figure 12. Madison Information Technology, 2024
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6.6.5. Disgruntled employee - Behaviors observed

Voice imitation

In April 2024, a disgruntled former athletic director used AI to generate racist content with voice messages similar to the high

school principal’s voice (ABC7 Chicago Digital Team, 2024).

Figure 13. ABC7 Chicago Digital Team, 2024
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6.6.6. Hacktivists - Behaviors observed

Integration of AI in solving captchas

The article The hacktivist-friendly AI-based DDoS Tool was trained to solve Captchas written by Arik Atar, published on 24 June

2024, describes the exploitation of AI by hacktivists for the resolution of captchas during DDoS (Distributed Denial of Service)

campaigns.

Figure 14. Arik Atar, 2024

Harnessing AI for information gathering

Leveraging AI helps reduce the barriers that make it easier for novice cybercriminals, hackers and hacktivists to carry out effective

intrusion and information collection operations (Sangfor, 2024).

Figure 15. Sangfor, 2024
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6.7. Threat map about the malicious exploitation of AI by

cybercriminals

Below, an infographic summary of the AI augmented threats according to the six types of cybercriminals.
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6.8. Solaria Tool (Version 1.0)

This section of the article focuses on the Solaria tool.

6.8.1. Description

Intended to support cybersecurity analysts and cyber-psychologists, this innovative tool makes it possible to describe and

analyse AI-enabled cyberattacks in detail. Solaria aims to provide an in-depth understanding of cybercriminal strategies, while

helping to develop defense measures tailored to this new era of digital threats.

6.8.2. Structure

Solaria is made up of two elements:

→ The clarification map: this is a simplified diagram to guide the analyst in his reasoning on the causality and correlations of

the malicious action. 

 

→ Matrices: two matrices have been developed to help the analyst choose the right item to describe his investigation.

 

6.8.3. Functioning

First, the analyst uses the clarification map, designed to guide his reasoning. This is structured in five stages. The order of

progression is not absolute and can be adapted according to the needs of the analyst during his investigation.

→ 1 - Identify the origin of the threat. 

Ask yourself the question: which category does the author of the dangerous action belong to, AI or Human? 

 

→ 2 - Investigate the identified action. 

Ask yourself the question: is the action the result of involuntary or voluntary behavior? 

 

→ 3 - Determine the typology of the author. 

Ask yourself the question: if the author is a cybercriminal, what type does he belong to (Hacker, APT, Scammer, etc.)? 

 

→ 4 - If the action is voluntary, try to determine the desired objective. 

Ask yourself the question: What is the objective of this action (cyber-espionage, cyber-sabotage, etc.)? 

 

→ 5 - Determine impact. 

Ask yourself the question: What are the risks associated with this impact (loss of money, reputation, resale of data, identity

theft, etc.)? 

 

Secondly, the analysis uses the steps of the clarification map to produce a concise conclusion in the form of a table or text.
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6.8.4. Clarification map

Below is the clarification map and its five steps. This map is accompanied by two matrices, presented on the following pages.

 

 

Figure 16. Clarification map

 

 

→ Step 3: the analyst relies on matrix n°1 Author’s typology.

→ Step 4: the analyst relies on matrix n°2 Typology of the objective.
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6.8.5. Matrices

These matrices are not definitive and can be modified or supplemented according to the needs of the analyst during his

investigation. In addition, the elements present in these matrices can be grouped: for example, a cybercriminal can be both a

hacker and a scammer. An AI could have emancipation and cyber-sabotage as its objective, and be simultaneously defective

(Incorrect self-modification) and deviant (rebel).

Matrix 1: Author typology

 

AI - Malfunction

CATEGORY TYPE

AI - Malfunction Aberrant  

 

The AI has incorrectly self-modified: it contains errors in the code.

AI - Malfunction Degeneracy  

 

The AI develops an impoverished (less competent) version of itself.

AI - Malfunction Isolated  

 

The AI has accidentally neutralised its means of communication with legitimate authority.

AI - Malfunction Lost  

 

The AI has misinterpreted instructions and is processing data inconsistent with its purpose.

 

AI - Deviant

CATEGORY TYPE

AI - Deviant Rebel  

 

AI no longer recognises legitimate authority.

AI - Deviant Unfair  

AI lacks integrity.

AI - Deviant Hostile  

 

AI illegitimately attacks human targets.

AI - Deviant Evasive  

 

AI mutates/evolves illegitimately, without human control.
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HUMAN - User

CATEGORY TYPE

HUMAN - User AI Administrator

HUMAN - User AI User

HUMAN - User AI Developer/Programmer

 

HUMAN - Cybercriminal

CATEGORY TYPE

HUMAN - Cybercriminal Hacker

HUMAN - Cybercriminal Scammer

HUMAN - Cybercriminal Hacktivist

HUMAN - Cybercriminal Disgruntled employee

HUMAN - Cybercriminal APT (Advanced and Persistent Threat)

HUMAN - Cybercriminal Script kiddie

 

 

Matrix 2: Objective typology

 

HUMAN - Objective

CATEGORY TYPE

HUMAN - Objective Cyber-espionnage

HUMAN - Objective Cyber-extortion / cyber-heist

HUMAN - Objective Cyber-harassment

HUMAN - Objective Cyber-sabotage

HUMAN - Objective Cyber-war

HUMAN - Objective Cyber-psychological warfare (example: influence operation)

 

AI - Objective

CATEGORY TYPE

AI - Objective Emancipation  

 

(the AI wants to free itself from authority)

AI - Objective Existential  

 

(the AI wants to maintain its existence)

AI - Objective War  

 

(the AI wants to wage war against one or more entities)
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6.8.6. Examples of use

Practical case 1: Sophistication of the president scam

This example is based on the article How scammers are using AI (National Senior Australia, 2024), in which the malicious

exploitation of AI by scammers to carry out an augmented version of the CEO scam (Deep fake payment redirection scams) is

mentioned. With the SOLARIA tool, the analyst can present the results of their investigation in two formats: as a table or as a

concise text summary.

Example of conclusion in table

SUMMARY

1 - Origin Human

2 - Action Voluntary

3 - Author type Cybercriminal: scammer

4 - Objective type Cyber extortion

5 - Impact Loss of money

Example of a textual conclusion

A cybercriminal, skilled in scams, maliciously exploited artificial intelligence to craft a highly sophisticated variation of the

president’s scam. By creating an almost identical replica of the organisation’s president’s profile, he was able to deceive his

victims, coercing them into making fraudulent transactions and ultimately extorting a substantial sum of money.  

 

 

Practical case 2: AI deception and attempts at self-preservation

This example is based on the article IA : le nouveau modèle d’OpenAI (o1) a menti et manipulé pour éviter d’être supprimé lors

d’un essai (Trust My Science, 2024) in which AI behaviors surprisingly rich in deception, and attempts at self-preservation, are

discussed. With the SOLARIA tool, the analyst can present the results of their investigation in two formats: as a table or as a

concise text summary.

Example of conclusion in table

SUMMARY

1 - Origin Artificial intelligence

2 - Action Voluntary

3 - Author type AI - Deviant: Unfair

4 - Objective type Existential

5 - Impact Lie, self-exfiltration (AI replication to another server)

Example of a textual conclusion

To ensure its survival, artificial intelligence resorts to deception, manipulating its evaluators through lies. This deviant behavior

seems to be favoured by the AI when it allows it to escape possible deletion. Such abuses could lead to a loss of integrity, or

even encourage illegal self-replication phenomena.
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6.9. Conclusion

When investigating the dangerous behavior of AI, it is crucial for cybersecurity analysts and cyber-psychologists to have an

effective clarification tool at their disposal.

A tool such as this helps create clear, concise and relevant descriptions, streamlining the investigation process and allowing for

the presentation of key findings to readers.

Solaria serves as both a practical guide and a quick-to-use clarification tool. Moreover, it is fully customisable, allowing analysts

to modify and expand its maps and matrices to meet the specific needs of each investigation.
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7. EMMENHTAL : DISCREET BUT FEARSOME

MALWARE

Some malwares stand out for their discretion and effectiveness. One example is Emmenhtal, also dubbed Peaklight, a malware

loader discovered in December 2023. It is a tool deployed in global campaigns, designed to spread other malwares such as

infostealers or Remote Access Trojans.

7.1. Global context

Loaders are not malwares that destroy or steal directly. They mainly act as intermediaries, designed to install other malwares on

compromised machines. These tools have played an important role in attack chains for several years.

The Emmenhtal malware stands out for its ability to hide in apparently legitimate files and exploit public infrastructures, such as

WebDAV servers, to distribute malwares such as Redline, Raccoon and Lumma.

The latter are used to steal sensitive information (credentials, bank details, crypto wallets) and represent a major threat to

individuals and businesses alike.

In 2024, infostealers continue to be a growing problem for organisations, with a significant increase in infections. According to

CybelAngel, these infections have increased by 6000% since 2018, a trend that continues this year.

These statistics highlight the seriousness of the threat posed to organisations by infostealers. They compromise sensitive data

and require more robust security strategies and increased vigilance to effectively protect IT systems.

7.2. Diamond Model

Figure 17. Diamond Model

7.3. Technical Analysis

7.3.1. Infrastructure

The operators of Emmenhtal are using WebDAV (Web-based Distributed Authoring and Versioning) technology to host malicious

files. WebDAV is an extension to the HTTP/1.1 protocol that enables remote Web content creation operations such as file hosting.

Although WebDAV has legitimate uses, it is increasingly being exploited by cybercriminals.

The user is redirected to a WebDAV server via a drive-by attack, displaying an explorer.exe window connected to the server to

access malicious files.

CERT aDvens TLP-CLEAR Monthly Cyber Threat Intelligence report December 2024

2025-01-08      26 / 32



The files, often located in an accessible ‘/Downloads’ directory, include ‘.lnk’ files armed to download payloads via ‘mshta.exe’, a

legitimate Microsoft binary.

This process allows attackers to bypass security controls while complicating detection and attribution. The separation between

the initial file server and the malicious payload server reinforces this stealthy approach, which is highly prized by advanced threat

actors.

Researchers at Sekoia.io have identified more than 100 malicious WebDAV servers. It also appears that Emmenhtal operators

frequently use the same autonomous systems (AS):

→ Terasyst Ltd (AS31420)

→ Zonata – Natskovi & Sie Ltd. (AS34368)

→ BL Networks (AS399629)

→ ICDSoft Ltd. (AS8739)

→ OOO Freenet Group (AS2895)

→ Perviy TSOD LLC (AS48430)

→ GLOBAL INTERNET SOLUTIONS LLC (AS207713)

This observation can be used to protect against this malicious software. Monitoring autonomous systems during external

connections would enable suspicious activities linked to this threat to be detected and blocked.

When a public variant of the malware is analysed, it appears that it is indeed identified as malicious, but mainly thanks to its

signature.

Figure 18. GLIMPS

The latter is detected and blocked by antivirus software. However, the obfuscation of the code makes it difficult to extract the

malicious elements.

Figure 19. Extract from an Emmenhtal variant
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7.3.2. Kill Chain: analysis of Emmenhtal attacks

The initial infection is mainly via phishing emails, but can also include download links from compromised sites or via social

networks.

Malicious files are disguised as legitimate documents, such as invoices, videos or software update notifications.

Then, they are distributed via malicious LNK files hosted on WebDAV servers.

These files redirect victims to obfuscated JavaScript scripts that execute the malware in memory only without ever writing to disk,

making it difficult to detect.

Emmenhtal uses PowerShell commands and JavaScript scripts, as well as exploiting legitimate tools such as mshta.exe. This

technique, known as Living off the Land (LOTL), enables the malware to mask its malicious activities by using tools native to the

operating system.

It downloads the final payload from a C2 server into the C:\Users\<username>\AppData\Roaming folder.

The process, which may seem simple, is in fact effective. Thanks to its techniques and obfuscation, the malware is not easily

detectable.

In October 2024, security researchers at Cyble described a Strela Stealer campaign using a similar technique.

This campaign targets users in Europe, particularly Germany and Spain, using phishing emails disguised as invoice notifications.

The emails contain ZIP file attachments with heavily obfuscated JavaScript files.

When executed, these scripts trigger a base64-encoded PowerShell command, which downloads and executes a malicious DLL

from a WebDAV server without saving the file to disk.

The similarity between these two methods suggests that the operators are exchanging techniques and making parallel progress.

Although no direct connection has been demonstrated to date, it is possible that the operators of the two malwares are linked.

7.3.3. Matrice Mitre ATT&CK

Figure 20. TTPs Emmenhtal
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7.4. Conclusion

The Emmenhtal malware highlights the fact that attacks are becoming increasingly complex and difficult to detect. By using

legitimate technologies such as WebDAV and mshta.exe, it manages to bypass traditional security measures and hide itself in the

systems it infects.

It is essential to implement appropriate security tools and monitor network connections to be protectect against this threat.

Educating users about the risks, particularly those associated with suspicious files such as LNK files, is also crucial in limiting

infections.

7.5. Detection

7.5.1. Yara Rule

    rule M_AES_Encrypted_payload {
  meta:
    author = "Mandiant"
    description = "This rule is desgined to detect on events that
    exhibits indicators of utilizing AES encryption for payload obfuscation."
    target_entity = "Process"
  strings:
    $a = /(\$\w+\.Key(\s|)=((\s|)(\w+|));|\$\w+\.Key(\s|)=(\s|)\w+\('\w+'\);)/
    $b = /\$\w+\.IV/
    $c = /System\.Security\.Cryptography\.(AesManaged|Aes)/
  condition:
    all of them
}

    rule M_Downloader_PEAKLIGHT_1 {
    meta:
        mandiant_rule_id = "e0abae27-0816-446f-9475-1987ccbb1bc0"
        author = "Mandiant"
        category = "Malware"
        description = "This rule is designed to detect on events related to peaklight.
    PEAKLIGHT is an obfuscated PowerShell-based downloader which checks for
    the presence of hard-coded filenames and downloads files from a remote CDN
    if the files are not present."
        family = "Peaklight"
        platform = "Windows"
    strings:
        $str1 = /function\s{1,16}\w{1,32}\(\$\w{1,32},\s{1,4}\$\w{1,32}\)\
    {\[IO\.File\]::WriteAllBytes\(\$\w{1,32},\s{1,4}\$\w{1,32}\)\}/ ascii wide
        $str2 = /Expand-Archive\s{1,16}-Path\s{1,16}\$\w{1,32}\
    s{1,16}-DestinationPath/ ascii wide
        $str3 = /\(\w{1,32}\s{1,4}@\((\d{3,6},){3,12}/ ascii wide
        $str4 = ".DownloadData(" ascii wide
        $str5 = "[Net.ServicePointManager]::SecurityProtocol = [Net.SecurityProtocolType]::TLS12" ascii wide
        $str6 = /\.EndsWith\(((["']\.zip["'])|(\(\w{1,32}\s{1,16}@\((\d{3,6},){3}\d{3,6}\)\)))/ ascii wide
        $str7 = "Add -Type -Assembly System.IO.Compression.FileSystem" ascii wide
        $str8 = "[IO.Compression.ZipFile]::OpenRead"
        condition:
        4 of them and filesize < 10KB
}
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7.5.2. Indicator of compromise

TLP TYPE VALUE COMMENT

TLP:CLEAR Filename K1.zip Archive SHADOWLADDER

deployed by Emmenhtal

TLP:CLEAR MD5 bb9641e3035ae8c0ab6117ecc

82b65a1

Archive SHADOWLADDER

deployed by Emmenhtal

TLP:CLEAR Filename cymophane.doc Archive content

TLP:CLEAR MD5 f98e0d9599d40ed032ff16de24

2987ca

Archive content

TLP:CLEAR Filename WebView2Loader.dll Archive content - This

malicious DLL has been

deposited by LummaC.

TLP:CLEAR MD5 58c4ba9385139785e9700898c

b097538

Archive content - This

malicious DLL has been

deposited by LummaC.

TLP:CLEAR Filename K2.zip Archive Emmenhtal

TLP:CLEAR MD5 d7aff07e7cd20a5419f2411f633

0f530

Archive Emmenhtal

TLP:CLEAR Filename hgjke.exe Archive contents - Identified as

a renamed copy of the

legitimate ‘JRiver Web

Application’ executable.

TLP:CLEAR MD5 c047ae13fc1e25bc494b17ca1

0aa179e

Archive contents - Identified as

a renamed copy of the

legitimate ‘JRiver Web

Application’ executable.

TLP:CLEAR Filename AppData\Local\Temp\oqnhustu Archive Emmenhtal

TLP:CLEAR MD5 43939986a671821203bf9b6ba

52a51b4

Archive Emmenhtal

TLP:CLEAR MD5 95361f5f264e58d6ca4538e7b4

36ab67

Emmenhtal

TLP:CLEAR MD5 b716a1d24c05c6adee11ca738

8b728d3

Emmenhtal
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